What's next?

Machine learning & neural networks

Anne Helby Petersen



Tuning and stealing

Main strategies for building more complicated NNs: Tuning meta
parameters and stealing architectures.




Convolutional neural networks
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» Mostly applied in image analysis and text/speech data analysis

> A strategy for autogenerating more informative input nodes
when the data has a spatial /temporal structure

> Variables (e.g. pixels) close to each other are "analyzed" jointly

» Ends with "flattening" these new features and performing
"classical" NN learning
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1. Built machines from scratch
2. Built machines using logistic regression

2.1 Tried out different performance metrics (accuracy, AUC)
3. Built neural networks

3.1 Wide ones

3.2 Deep ones

3.3 Some using dropout

3.4 Some using dropout tuned on data

4. ... and, hopefully, understood the general ideas of what we
were doing along the way



How did we do it?
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What we didn’t do today

> Identify risk factors: We can't tell the oncologists what to
measure on their patients to best predict survival.

» Compute p-values/confidence intervals: We don't know
how certain our results are.

> Investigate causal relationships: We don't know what
causes some patients to die sooner than others.

= Deep learning is great for classification. But consider whether
this is what you need.



Machine learning limitations: Classification is “easy”,

but. ..

OUR FIELD HAS BEEN
STRUGGLING WITH THIS
PROBLEM FOR YEARS.

STRUGGLE NO MORE!
T'™M HERE TO SOLVE
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Deep learning use cases

Examples in the wild:
» Apple’s virtual assistant, Siri, uses DL for speech recognition

» The voice of Amazon's virtual assistant, Alexa, is generated by
use of DL

» Google's virtual assistant uses DL for spoken language
identification

> Google Image Search uses DL for labeling images

» Automatically adding color to black/white photos



A clever way to get labels for images

Select all images with

taxis




Deep learning use cases: Let th

Let there be Color!: Joint End-to-end Learning of Global and Local
Image Priors for Automatic Image Colorization with Simultaneous
Classification

Satoshi lizuka* Edgar Simo-Serra* Hiroshi Ishikawa (*equal contribution)

SIGGRAPH 2016
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Deep learning use cases on PubMed
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Machine learning limitations: Garbage in, garbage out

THAT WAS SURPRISINGLY
EASY. HOW COME THE
ROBOTIC UPRISING USED
SPEARS AND ROCKS
INSTEAD OF MISSILES
AND LASERS?

IF YOU LOOK TO
HISTORICAL DATA,
THE VAST MAJORITY
OF BATTLE-WINNERS
USED PRE-MODERN
WEAPONRY.




Want to use ML for more crowd sourced research?

k Kaggle Competitions x  + -] ¥ Open Challenges-DREA! X 4+ @) - OEX

<« C & keggle.com/competitions * @t a@ | < C & dreamchallenges.org/open-challenges/ * B %t nQ

I Nyheder & NYTAllegheny... B Fonde » | m Otherbookmarks | [ Readinglist | B Nyheder & NYTAllegheny... » | m Otherbookmarks | [ Reading list
Gettings - B

= Q Search signin

® All Competitions O pen ha I I en S

@ Active Completed InClass Al Categories + Default Sort~

@ Coleridge Initiative - Show US the Data
Discorerhow atas usd frthe publc good $90,000 r 71 EHR DREAM Challenge

o Featured -2 months 1o go- Code Competion - 807 Teams COVID-19

= HUBMAP - Hacking the Kidney THS (D) B
Identy gomerul n human kidney tssue images $60,000 18S TR &

S Research 7 days to go - Code Competiion- 1559 Teams

v Bristol-Myers Squibb - Molecular Translation COVID-19 EHR DREAM Challenge

Can you translate chemical images to text? $50,000 By Admin | May 20,2020 | Categories: Challenges, COVID-19, Open Challenge | Tags:

Featured - amonth to go - 596 Teams VID-19, EHR
Shopee - Price Match Guarantee
Determine f o prodcts ar the same by ther images $30,000 The rapid ise of COVID-19 has
Featured -7 days to go - Code Competton - 2303 Teams
Read More > Qo

Human Protein Atlas - Single Cell Classifica...
Find individual human cell differences in microscope images  $25,000

Featured - 8 days 1o go - Code Competiton - 685 Teams

Electronic Medical Record NLP
DREAM Challe

& e .

Indoor Location & Navigation
l. \dentify the positon of a smariphone in 2 shopping mall $10,000

Research + 14 days to go - 1069 Teams

BirdCLEF 2021 - Birdcall Identification -

Kaggle comptetitions: kaggle.com, DREAM Challenges: dreamchallenges.org,
Project Data Sphere: projectdatasphere.org


kaggle.com
dreamchallenges.org
projectdatasphere.org

Thank you for participating!

Further questions or feedback welcome now or at ahpe@sund.ku.dk.


ahpe@sund.ku.dk

